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Abstract. Fake reviews detection attracts many researchers’ attention due to the negative impacts on the society. Most existing fake
reviews detection appr  oaches mainly focus on semantic analysis of review’s contents. We propose a novel fake reviews random forest
technique. The increasing popularity of online review systems motivates malevolent intent in competing sellers and service providers to
manipulate consumers by fabricating product/service reviews. Immoral actors use Sybil accounts, bot farms, and purchase authentic
accounts to promote products and vilify competitors. Facing the continuous advancement of review spamming techniques, the research
community should step back, assess the approaches explored to date to combat fake reviews, and regroup to define new ones. This paper
reviews the literature on Fake Review Detection (FRD) on online platforms. It covers both basic research and commercial solutions,
and discusses the reasons behind the limited level of success that the current approaches and regulations have had in preventing
damage due to deceptive reviews.

I. INTRODUCTION

Predictive analytics tools are powered by several different models and algorithms that can be applied to wide range of use
cases. Determining what predictive modeling techniques are best for your company is key to getting the most out of
a predictive analytics solution and leveraging data to make insightful decisions in the statistical context, Machine Learning is
defined as an application of artificial intelligence where available information is used through algorithms to process or assist
the processing of statistical data. While Machine Learning involves concepts of automation, it requires human guidance.
Machine Learning involves a high level of generalization in order to get a system that performs well on yet unseen data
instances

Machine learning is a relatively new discipline within Computer Science that provides a collection of data analysis
techniques. Some of these techniques are based on well-established statistical methods (e.g. logistic regression and principal
component analysis) while many others are not.

Most statistical techniques follow the paradigm of determining a particular probabilistic model that best describes
observed data among a class of related models. Similarly, most machine learning techniques are designed to find models that
best fit data (i.e. they solve certain optimization problems), except that these machine learning models are no longer restricted
to probabilistic ones

Il. SOFTWARE ANALYSIS
*  Processor — Intel(r) Core ™ i3 Processor
*+ RAM-8GB
* Hard Disk - 500 GB
*  Operating System : Windows 10
»  Software : python Idle

HIL.LEXISTING SYSTEM

In the existing method, fake Reviews detection multi-task learning model has been presented which is based on the following
observations:

(1) Some certain topics have higher percentages of fake reviews;

(2) Some certain news authors have higher intentions to publish fake news. FDML model investigates the impact of topic
labels for the fake reviews and introduce contextual information of news at the same time to boost the detection performance
on the short fake reviews. The existing methods and regulations have not yet been able to eradicate the damaging effects of
fake review activity in practice. In doing so, we point at the difficulties associated with combating the different types of
malignant influencers.
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PROPOSED SYSTEM

In the proposed method, we proposed the Fake reviews detection technique with architecture.

A proposed fake review Random forest algorithm system would involve several steps to detect fake reviews and prevent
them from being published on online marketplaces or review sites.

After that the classification, Random forest Algorithm is take places in order to perform operations.

V. MODULES

DATA SET COLLECTION

Collect a dataset of reviews from various sources such as e-commerce websites, social media, and review websites.
PREPROCESSING

Clean and pre-process the data by removing irrelevant information such as HTML tags, punctuation, and stop words. Also,
convert the text into a numerical format that can be used as input to the Random forest model.

DATA SPLITTING

Split the dataset into training, validation, and test sets to train and evaluate the Random forest model.

RANDOM FOREST MODEL CREATION

Create an Random forest model with multiple layers that can learn the patterns in the reviews and detect fake reviews.

The model should have an input layer, multiple Random forest and an output layer with a sigmoid activation function to
predict whether a review is fake or genuine.

MODEL TRAINING

Train the Random forest model using the training dataset and optimize the hyper parameters to achieve the best performance.
MODEL TESTING

Test the final model on the test dataset to ensure that it can generalize well to new reviews.

DEPLOYMENT

Deploy the Random forest model in a web application or mobile app that can automatically detect fake reviews and warn
users about potential scams.
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V. CONCLUSION

We focused on the task of identifying spam reviews. After analyzing the reviews in the datasets, we propose a
hypothesis that fine-grained aspect information can be used as a new scheme for fake review detection and reconstructed the
representation of reviews from four perspectives: users, products, reviews text, and fine-grained aspects. We proposed a
multilevel interactive attention neural network model with aspect plan; to optimize the model’s objective function, we
transformed the implicit relationship between users, reviews and products into a regularization term. To verify the
effectiveness of the MIANA, we conducted extensive experiments on three public datasets. Our experiments showed that the
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classification effect has been significantly improved, that the MIANA outperforms the state-of-the-art methods for fake
review detection tasks, and proved the effectiveness and feasibility of our proposed scheme.
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