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Abstract In the recent years IOT becomes an emerging technology it provides high to accessibility wireless network and at the same time it 

produces privacy issues. The devices using IoT are needs to be connected to the internet constantly. Due to this, it becomes vulnerable to the 

malware which makes easier to the hackers to access the devices. Malware or malicious software is designed to cause the device or network. It 

introduce evasive techniques like polymorphic or metamorphic malware which can change its behavior frequently and it is difficult to predict . 

Malware classification can be carried out to understand about the malware by categorizing the datasets. The malware classification acts like a 

preventive technique to the malware behavior and it's types can be analyzed. To deal with security concerns deep learning techniques are 

launched. Deep learning works with neural networks which imitates how human train and gain knowledge. The datasets are trained and tested. 

The RNN- LSTM classifier is used for classification of malware because of its good prediction and the evaluation metrics are increased 

efficiently. The evaluation metrics such as accuracy, recall, precision, F1Score, and confusion matrix are evaluated   with better performance.  

 

Index Terms—Accessibility, Malware, Metamorphic, Polymorphic, RNN-LSTM. 

 

 

1. INTRODUCTION 

 

Recent technological developments in computers and internet provides convenience to the malware attacks. In the emerging IOT 

technologies allows the high accessibility to the user and at the same time malicious software invasion. The fast development of 

malware may leads to create threats.The security of the system is attacked and hacked by the malware programs. Malwares can steal 

confidential data in order to produce danger to the computer systems.  

Malware can change its behaviours frequently in order to make the detectors fool and hack the data if incase the malware can be 

identified it can be grouped to its family which is known as malware classification. 

In order to reduce the crucial works of human and intelligent systems are developed to understand the way the human behaves to the 

situation is called AI. 

Machine Learning is a part of Artificial Intelligence in this machines are trying the based on the given dataset data set is large with the 

high number of input and output and since difficulty in solving it is a part of machine learning it works efficiently with minimum 

guidance and solved diamond analytic reduction problems and also it mimic the human brain. It provides many hidden layers in the 

hidden layer interconnect which each other with predicts based on the height probability they got output from the input. 

 The deep in the deep learning denotes that it contains many layers in the network to get high level features from raw data.In this paper, 

malware can be classified with combination of RNN-LSTM. The RNN is a generalization of feed forward neural network that has an 

internal memory. In the recurrent neural network every data is predicted based on its past values. To save the past data for long time 

LSTM is used to predict the large datasets. It allows to predict both past and future values.  

In malware classification this hybrid approach provides easiest way to predict the datasets by training and testing the datasets. The 

dataset is converted into arrays by min-max scaler and sequential long information is passed to the RNN_LSTM network and this paper 

provides the effective evaluation metrics to measure the performance by using recall, precision, f-score and confusion matrix. 

This paper focusses on increasing the accuracy with effective hybrid approach of RNN-LSTM algorithm as a classifier used to 

remember huge amount of data and for effective prediction. 

The contributions of our project is, 

(1) The datasets are collected from the CTC website containing malware and benign data samples. 

(2) The pre processing of data is captured by using min-max scaler. 

(3) The features are extracted and classifier makes a classification of dataset of malware and benign samples. 
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The objective of the project is to classify the malware and benign samples in order to analyze their dynamic changing behavior and to 

prevent the attacks by the malware in future. The RNN-LSTM classifier is better in predicting past and future values so that by analyzing 

the past behaviors of the malware and predict the system or internet. 

This application is mainly used for classifying the malwares that mainly causes the system or internet by its attacks. Some of the 

existing techniques detecting that the malware is present or not but this would help to predict and act as a prevention techniques for the 

malware attacks. With the help of this we can able to protect resources from security concerns. 

 

2.PROPOSED SYSTEM 

Malware attacks can be significantly increased by using some evasive techniques such as changing its behavior rapidly to fool the 

system and acts as benign software. It becomes a crucial step if it is not properly identified as malware then it attacks the entire system 

or network. In the existing they used convolutional neural network as a classifier to classify the datasets and group them according to 

their belonging family but it shows some issues in classifying large amount of sequential data. The dataset may contain huge volume 

of malware and benign sample and classification plays a vital role to classify it. The data samples may be a files,email attachments or 

images. Here, we uses a files with both malware and benign sample data. The datasets are collected from IoT23. In order to train our 

neural network need a preprocessing step to convert it into a array and feature extraction used to remove the outliers and then 

introducing a RNN-LSTM classifier to classify the malware samples. The benefit of this classifier that can predict the past and future 

action by using gates. The forget gate plays a main role among the gates, if that particular data is needed it will move to the next step 

or else it will move out of it.  

The evaluation metrics provides high efficient results in accuracy, precision, recall and confusion matrix using this classification 

approach. 

 

2.1.SYSTEMARCHITECTURE 

 
FIGURE 1 PROPOSED SYSTEM ARCHITECTURE 
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FIGURE 1: First collect the malware and benign data samples from the website named CTU. In that website we are collecting the 

datasets and it moved to the preprocessing stage in which the loaded data can uses EDA process and remove the unwanted or repeated 

data samples in the dataset. 

 The classifier RNN-LSTM classifies the seven types of malware to its family and denotes the appearance in it. The evaluation metrics 

is a final state to analyze the performance. 

 

3.DATA REPRESENTATION AND LEARNING 

 

3.1 DATASET 

 

The datasets are collected from the website IOT 23 and are loaded on to the drive.The datasets are represented in CSV format. Large 

number of data used in the datasets in a tabular form this CSV format helps to read data efficiently. 

 

3.2 PREPROCESSING 

 

After gathering the data need to look after for pre processing in this we can split the data set into training testing and validating. The 

data may contain missing faulty values. To avoid this processing is done to reduce the noise it can be done by using feature extraction 

in order to predict the future values splitting of the data set into training and tested in training.  

In training data set we can learn the machine by the data set done. By the train data set we can check whether the model is valid or not 

them all were can be arranged based on its behaviour to the family. The family consist of different models with the parameters research 

for the model it will provide accurate results after finishing training testing can be taken place in which the new object or applied the 

model makes prediction. 

 The preprocessing technique use min-max scaler method. The min-max scaler is used to preserve the shape of the dataset. The shape 

of the dataset is evaluated it consists of (34288,21). The scaler range from [0,1]. 

 

3.3 FEATURE EXTRACTION 

 

In this process it can transform the raw data into the array format. The datasets may contain irrelevant data or repetition of data. Feature 

extraction is used to reduce the computing and processing of large number of data using dimensionality reduction by the name itself 

denote that the required features can be extracted and also it avoids repeated data. 

 The input is taken from the preprocessing and output will act us and input to the classification stage they helps to increase the speed 

of the mission and reduces taken by the machine. This appears at the beginning stage which makes use of a large dataset. 

 

 3.4 CLASSIFICATION 

 

Classification is used to define the malware family by categorising based on its behaviour. Malware can be classified by using RNN-

LSTM algorithm. RNN-LSTM algorithm makes benefits over the deep learning. RNN which is defined as Recurrent Neural Network 

which can take input values and remembers it then predict the next values which is suitable in time series. LSTM refers to long short 

term memory which usually enlarges the memory and it allows to kept for a long time. It allows to read, write, or delete based on the 

usage of gates. There can be three gates, Input gate, Output gate, Forget gate. The gate allows to decide whether it can moves to the 

next state. Forget gate acts as a terminator which removes the unwanted data from the memory. The output gate produces the output 

based on its previous action. The input gate takes the data and proceeds in the form of using sigmoid function as activation function. 

That activation function lets to manage whether the data can be passed through it or not by using 1’s or 0’s. 

 

 3.5 EVALUATION METRICS 

Evaluation metrics is the method to evaluate the datasets about the presence of malware by using precision, recall, confusion matrix 

and F1 score. In precision, divides the sum of true values and false values by total number of samples present in the dataset. 

In recall, which provides the way to high produce in true values in the dataset. If recall is increases with increase in the true value. In 

confusion matrix, it evaluates N*N matrix to measure targeted values based on the actual values. In F1 score,  which is more useful 

than accuracy because it can manage both precision and recall in order to provide the most exact results  in uncommon situations also. 

4.RESULTS   
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The FIGURE 2 represents the seven families as label and based on the count value graph drawn. 

 
FIGURE 3 TRAINING AND VALIDATION 

The FIGURE 3 represents the training and validation accuracy based on the epochs. 

5.CONCLUSION AND FUTURE WORKS 

 

The purpose of the work is to classify the malware based on hybrid deep learning algorithms. In this phase, identifying the unique 

values based on the gathered data are represented via graph. EDA process allows to visualize the information of the data from the 

dataset. The graph represents the information about 7 types of malware with an accuracy of 95%. 

The future exploration includesclassifying the malware samples based on the RNN-LSTM classifier and the evaluation metrics are 

calculated. To increase the efficiency this classifier predict both past and future actions and enhance the performance. 
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