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Abstract: Human activity recognition requires predicting the action of a person based on sensor-generated data. Due to the enormous number 

of applications possible by modern ubiquitous computing devices, it has sparked a lot of attention in recent years. It categorizes data into actions 

such as walking, sitting, standing, and lying. The accelerometer and gyroscope were used to generate the sensor data, and the sensor signals 

were pre-processed with noise filters. The goal of this research is to anticipate the optimum accuracy for machine learning-based approaches for 

Human Activity Recognition. In this study, supervised machine learning methods such as Logistic Regression, SVM, Decision Tree, and 

Random Forest were utilized to recognize human behavior using smartphone sensors in a detailed experiment. The proposed machine learning-

based technique for accurately predicting human activity involves predicting human actions such as walking, sitting, standing, and lying.  When 

compared to other supervise classification machine learning techniques, the Random Forest classifier algorithm predicts 97.32 percent 

accuracy. While other classifiers, such as Logistic Regression, scored 94.45%, Support Vector Machine 94.55%, and Decision Tree 95.75% also 

show good performance. The dataset containing evaluation classification report and confusion matrix to categorize data from priority and the 

outcome reveals that the efficacy of the suggested machine learning algorithm technique can be compared to the best accuracy using precision, 

recall, and F1 Score. 

Keywords: Human activity recognition, Smartphone Sensor, Accelerometer, Gyroscope, Machine learning. 

 

 

1. INTRODUCTION 

 

An Example of Human Activity The task of identifying sequences of accelerometer data received by advanced sensors into well-defined 

movements is known as recognition. Almost everyone nowadays has a smartphone with a large number of sensors that can be utilized 

as an alternate platform for HAR. The sensors found in smartphones such as the accelerometer, gyroscope, GPS, microphone, and 

camera can be used to derive the necessary data required for HAR. Human activity recognition has numerous applications in a wide 

range of domains such that healthcare, social networks, safety, environmental monitoring, transportation, and surveillance systems. 

          A variety of sensors are used to classify human activities. The two sensors are used in the data collected for this research the 

Sensors are Accelerometers and Gyroscopes. An accelerometer is an electrical sensor that monitors the acceleration forces acting on 

an object to calculate its position in space and track its movement [1]. Activity identification is the process of identifying and 

recognizing a person's actions, such as standing, sitting, walking, and lying [2]. This calculates the Triaxial acceleration (total 

acceleration) and the projected body acceleration to establish its position in space gyroscope sensor is a device that measures and 

maintains the orientation and angular velocity of an object [3]. The gyroscope determines the Triaxial Angular Velocity. These two 

sensors are readily available in smartphones and served the usage of data collection for this research. 

This research is organized as follows: we provide an introduction and our contributions in chapter 1. The remainder of this 

thesis is laid out as follows: In chapter 2, An overview of the literature is provided. In chapter 3, we describe the methodology of this 

thesis. In chapter 4, The results are presented along with  discussion.Finally, a conclusion and plans for the future work are in chapter 

5. 

 

We evaluate proposed algorithm under different settings and show how this method can improve the overall quality of web 

recommendation. 
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II - LITERATURE REVIEW 

 

A literature review is a piece of writing that seeks to summarize the most important aspects of current knowledge and/or 

methodological approaches to a specific issue. It's a secondary source that discusses previously published content in a given subject 

area during a specified time period. Its main goal is to keep the reader up to date on current literature on a particular topic, and it also 

serves as a basis for other goals, such as future research that may be required in the subject. It comes before a study proposal and 

sometimes just a summary of sources. It usually follows a pattern and incorporates both summary and synthesis. A summary is the 

reorganization and reshuffling of data, whereas a synthesis is the reorganization and reshuffling of data. It could offer a fresh 

perspective on old material, blend new and old perspectives, or it could chart the field's intellectual evolution, including significant 

controversies. Depending on the situation, a literature review analyses sources and informs the reader of the most relevant and current 

ones. 

2019: Lisa C. Günthera,*, Susann Kärchera, Thomas Bauernhansl.[4] Different data analysis and machine learning algorithms for 

detecting manual production processes from sensor data are presented. All sensors are mounted to tools, in this case, a screwdriver, 

because human activity identification algorithms are not always suitable in industrial situations. A dataset is constructed and 

evaluated that includes various tool movements, sensor kinds, and mounting possibilities. 

2017: Boÿzidara Cvetkovi«c, Robert Szeklicki, Vito Janko, Przemyslaw Lutomski, Mitja Luÿstrek[5] Activity monitoring is a critical 

task in the lifestyle and health domains, where a person's physical activity is crucial for delivering individualized suggestions. To 

make such services available to a wider audience, one should leverage devices that the majority of users already own, such as 

smartphones with a real-time activity  

tracking algorithm that combines data from smartphone sensors for activity recognition and estimation of the user's energy 

expenditure. 

2021:  Ivan Miguel Pires a,b,c,*, Faisal Hussain d, Gonçalo Marques e, Nuno M. Garcia a.[6] The performance of a machine learning 

algorithm changes depending on the type of sensing device, the number of sensors in that device, and the position of the underlying 

sensing device, according to this paper. Furthermore, the performance of machine learning algorithms is influenced by incomplete 

actions in a dataset. 

2021 : Maryam Banitalebi Dehkordia,_, Abolfazl Zarakia, Rossitza Setchia.[7] The importance of feature selection and its impact on 

simplifying the activity categorization process, which increases the computing complexity of the system, is discussed in this work. 

This approach is unusual in that it identifies the most effective features for detecting each activity separately. Can research how to 

achieve an appropriate feature set, using which the system complexity can be reduced while the activity detection accuracy remains 

high, in an experimental investigation with human users and utilizing different cellphones. 

 

III - PROPOSED METHODOLOGY 

The approach for recognizing human activities is similar to that of a general-purpose pattern recognition system, and it includes 

several steps from data collection through activity classification. This procedure entails a series of changes of raw sensor data to 

develop efficient human activity, classification models Fig [2]. 
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3.1 Proposed Architecture: 
 

 

 

 

 

 

 

 

 

            Fig 2: Architecture of Proposed model 

The trials were carried Table [1] out on a group of 30 people ranging in age from 19 to 48 years old. Each individual performed four 

behaviours while wearing a smartphone (Samsung Galaxy S II) around their waist [8]. (WALKING, SITTING, STANDING, 

LYING). The data was generated by the accelerometer and gyroscope sensors on the sensor [9]. Using the device's embedded 

accelerometer and gyroscope [10], we recorded 3-axial linear acceleration [11] and 3-axial angular velocity at 50Hz [12]. In order to 

manually classify the data, the tests were video-recorded [13]. 

 

3.2 Table shows details of the datasets: 

Variable Description 

Smart Phone Samsung (Galaxy S II) 

Sensors Accelerometer and Gyroscope 

Axis 3-axis(x, y, z) 

No. of volunteers 30 

Volunteers Age 19-48 

Features 19 

Activates WALKING ,SITTING ,STANDING 

,LYING 

Table 1: datasets 

Inconsistencies could be caused by missing values in the data [14]. Preprocessing data is necessary to improve the algorithm's 

performance. The outliers, as well as variable conversion, must be removed [15]. 

Import library packages with a given dataset to load. Assessing missing and duplicate values, as well as identifying variables based 

on data structure and kind [16]. 

Machine learning validation processes are used to get the error rate of the Machine Learning (ML) model as close to the genuine 

error rate of the dataset as possible [17]. Validation techniques may not be required if the data volume is large enough to be 

representative of the population [18]. 

Assessing missing and duplicate values, as well as identifying variables based on data structure and kind [19]. A sample of data is 

used to test the fit of a model on the training dataset while tuning model hyper parameters. 

Data gathering, analysis, and dealing with data substance, quality, and the organization can all take time [20]. Understanding your 

data and its properties is helpful during the data identification phase [21] this knowledge will assist you in deciding the strategy to use 

to create that model. 
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3.3. Data exploration analysis of visualization: 

 

 
Fig 3: histogram 

Data visualization is a critical skill in applied statistics and machine learning. Statistics is concerned with the description and 

estimation of quantitative data. Data visualization is a valuable set of tools for acquiring a qualitative understanding of data [22]. This 

might be useful for spotting patterns, faulty data, outliers, and other things when exploring and getting to know a dataset. Fig [3]. 

 

 
Fig 4: pie plot 

The pie plot was used to divide the data into four categories: sitting (17.26%), standing (18.51%), lying (18.87%), and standing 

(45.36%). Data may not make sense unless it is presented in a visual format, such as charts and graphs [23]. The ability to visualize 

data samples and other objects quickly is a crucial talent in both applied statistics and applied machine learning. Fig [4]. 

 Fig 5: heat map 
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A heat map is a graphical depiction of a matrix's values rendered as colors [24]. A heat map is a great way to see how values are 

concentrated between two dimensions of a matrix. This aids with pattern recognition and provides a sense of depth. Fig [5]. 

 

 3.4. Training & Testing: 

 

There are two components to the data set for predicting provided data: training and testing. In most cases, 7:3 ratios are used to divide 

the Training and Test sets [25].  

Supervised Machine Learning is used in the vast majority of actual machine learning applications [26]. You can use an algorithm to 

learn the mapping function from the input to the output, which is y = f when you have input variables (X) and output variables (y) 

(X). The goal is to get to the stage where you can forecast the output variables (y) for new input data by estimating the mapping 

function (X). Supervised machine learning approaches include logistic regression, multi-class classification, Decision Trees, and 

support vector machines. Before the data used to train the algorithm can be used for supervised learning, it must be labeled with the 

right answers. A classification model tries to deduce something from the data. A categorization model aims to predict the value of 

one or more outputs using one or more inputs [27]. Human activities have long been used to classify human behavior. Sensors on 

mobile platforms [28] have facilitated the development of a diverse range of practical applications in a variety of sectors. 

 

IV - EXPERIMENTAL RESULTS 

 

4.1. RESULTS 

 

The main goal of this study is to distinguish them based on human behaviors to anticipate them with the greatest accuracy. In this 

case, we trained our suggested model using the Confusion Matrix and a cross-validation method. To estimate the performance of our 

suggested model, we used the accuracy, precision, recall, and f1-score measures. The findings of the first stage are based on the 

identification of four human physical activities, as given in Table [1] sitting, standing, lying, and walking. The Random Forest 

classifier performs better than the other specified classifiers based on the average values of performance metrics obtained. Random 

Forest classifier achieves a maximum average accuracy rate of 97.32 percent, demonstrating its superiority over other classifiers. 

Findings for second-level context recognition, with a comparison of four classifiers based on the average values of the chosen 

performance criteria. The accuracy rate for context detection based on four human physical activities was examined using a 

supervised machine learning technique of Logistic Regression, Support Vector Machine, Decision Tree, and Random Forest 

classifiers. The Random Forest classifier, according to the data in Table [8], performs best for context detection based on the activity. 

Based on activities, the suggested approach achieves the highest average context recognition accuracy of lying, sitting, standing, and 

walking activity classified by Logistic Regression (LG), Support Vector Machine (SVM), Decision Tree (DT), and Random Forest 

(RF) with percentages of 94.45%, 94.55%, 95.75%, and 97.32%, respectively, using Random Forest classifier. Based on the findings 

it can be inferred that recognizing activity contexts in walking and sitting activities is considerably more difficult than in lying and 

standing activities. Because certain behavioral settings have a negative impact on human physical activity patterns. Indoor and 

outdoor surroundings, as well as shopping and speaking, have a bigger impact on walking patterns. As a result, context recognition 

accuracy in this scenario is lower than it is for other activities and their context. Because it is a static activity, changes in the 

aforementioned circumstances do not affect the standing activity pattern/posture. Furthermore, the Random Forest classifier delivers 

the best results for the proposed model. 

 

    The confusion matrices for individual behavioral context recognition findings for four different physical activities are shown in 

Fig. [17]. These confusion matrices are obtained using a Random Forest classifier. It can be observed from the confusion matrices 

some contexts are misclassified with each other, although they relate to the same acting class. However, the value of correctly 

identified instances is still relatively large in each context. As a result, the suggested approach can successfully recognize physical 

activities and their associated behavioral circumstances. Table [10]. 
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4.2. Logistic Regression: 
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on 
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f1-s
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e 
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Accuracy 

Lying (0) 1.0

0 

 

1.0

0 

 

1.0

0 

 

204 

 

 

 

 

94.45% Sitting (1) 0.8

7 

 

0.8

0 

 

0.8

3 

 

187 

Standing (2) 0.8

3 

 

0.8

9 

 

0.8

6 

 

201 

Waking(3) 1.0

0 

 

1.0

0 

 

1.0

0 

 

491 

Table 2: Logistic Regression Accuracy Prediction 

 

 

 

Table 3: Logistic Regression Confusion Matrix 

 

 

 

 

 

 

 

 

 
 

Fig 14: Logistic Regression Machine Plot Diagram 
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0 22 179 0 
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4.3. Support Vector Machines:  
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Accuracy 

Lying (0) 1.00 

 

1.00 

 

1.00 

 

204 

 

 

 

 

94.55% Sitting (1) 0.88 

 

0.80 

 

0.83 

 

187 

Standing (2) 0.83 

 

0.90 

 

0.86 

 

201 

Waking(3) 1.00 

 

1.00 

 

1.00 

 

491 

Table4:Support Vector Machine Accuracy Prediction 

 

 

204 0 0 0 

1 149 37 0 

0 21 180 0 

0 0 0 491 

 

Table 5: Support Vector Machine Confusion Matrix         

 

 

 

Fig 15: Support Vector Machine Plot Diagram 
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4.4. Decision Tree classifier: 
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95.75% Sitting (1) 0.88 

 

0.88 

 

0.88 
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0.89 

 

0.89 
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Waking(3) 1.00 

 

1.00 

 

1.00 

 

491 

 

Table 6: Decision Tree Accuracy Prediction 

 

 

 

 

 

 

 

 

Table 7: Decision Tree Confusion Matrix Table 

 

 

Fig 16: Decision Tree Plot Diagram 
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4.5. Random Forest: 
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Accuracy 

Lying (0) 1.00 

 

1.00 

 

1.00 
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0.93 
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Table 8: Random Forest Accuracy Prediction 

 

203 0 0 1 

0 175 12 0 

0 16 185 0 

0 0 0 491 

Table 9: Random Forest Confusion Matrix Table 

 

 

          Fig 17: Random Forest Plot Diagram 
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 4.6. SUCCESS RATES OF TESTED MODELS: 

 

Model Success rate (%) 

Logistic Regression 94.45% 

Support Vector Machines 94.55% 

Decision Tree 95.75% 

Random forest 97.32% 

 

         Table 10: Success Rates of Tested Models 

 

 

We have developed and compared several supervised machine learning models to estimate the flask deployment rate Input features 

given to the classifier with several rows is 3609 and 19 features total of number 68571 data collected from various activities [29]. 

Data cleaning and processing, missing value analysis, exploratory analysis, and model creation and evaluation were all part of the 

analytical process. The best accuracy on the test set is a higher accuracy score is found.  Among all the methods Random Forest has 

better accuracy than all others. Random Forest has been found to have an overall accuracy of 97.32 %. The highest accuracy result of 

the Random forest classification model is now available for deployment [30]. The outcome will predict based on the input values, i.e. 

independent values. The purpose of the total number of 18 features and dependent value is to forecast the exact result, such as lying, 

sitting, standing, or walking.   

 

V - CONCLUSION AND FUTURE SCOPE 

 

5.1. Conclusion 

Through the implementation of these techniques, the effectiveness of Human activity recognition to predict the action of a person's 

behaviors like lying, sitting, standing, walking in the processes of detection of recognition of human activities can be predicted. In 

this study, supervised machine learning algorithms such as Logistic Regression, Support Vector Machines, Decision Trees, and 

Random Forest was utilized to recognize human behavior using smartphone sensors in a thorough experiment. Input features given to 

the classifier with several rows is 3609 and 19 features total of number 68571 data collected from various activities. Data cleaning 

and processing, missing value analysis, exploratory analysis, and model creation and evaluation were all part of the analytical 

process. On the public test set, the best accuracy is found with a higher accuracy score.  Among all the methods Random Forest has 

better accuracy than all others. The overall accuracy has been obtained for the Random Forest which is 97.32%. Other classifiers that 

work well include Logistic Regression, Support Vector Machine, and Decision Tree. This application can help to find the Human 

Activity Based on the Smartphone sensor. The proposed method is highly useful for monitoring people in hospitals and homes. 

  

5.2. Future Work 

 

 Human Activity Recognition will incorporate with the AI model this is recent of work 

 A web or desktop application can display the prediction result by automating the process. 

 To optimize the labor for Artificial Intelligence implementation. 

 

 

 

 

 

https://en.wikipedia.org/wiki/Logistic_regression
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